ABSTRACT

User performance in virtual environments with degraded visual conditions due to low frame rates is an interesting area of inquiry. Visual content shown in a low frame rate simulation has the quality of the original image, but persists for an extended period until the next frame is displayed (so-called high persistence - HP). An alternative, called low persistence (LP), involves displaying the rendered frame for a single display frame and blanking the screen while waiting for the next frame to be generated. Previous research has evaluated the usefulness of the LP technique in low frame rate simulations during a static target acquisition task. To gain greater knowledge about the LP technique, we have conducted a user study to evaluate user performance and learning during a dynamic target acquisition task. The acquisition task was evaluated under a high frame rate condition, a traditional low frame rate HP condition (10 fps), and the experimental low frame rate LP technique. The task involved the acquisition of targets moving along several different trajectories, modeled after a shotgun trap shooting task. The results of our study indicate the LP condition approaches high frame rate performance within certain classes of target trajectories. Interestingly we also see that learning is consistent across high frame rate performance within certain classes of target trajectories. Interestingly we also see that learning is consistent across conditions, indicating that it may not always be necessary to train under a visually high frame rate system to learn a particular task. We discuss implications of using the LP technique to mitigate low frame rate issues as well as its potential usefulness for training in low frame rate virtual environments.

Index Terms: H.5.1 [Information Interfaces and Presentation]: Multimedia Information Systems—Artificial, augmented, and virtual realities

1 INTRODUCTION

Computer graphics systems have made significant improvements over the decades, and today it is possible to render complex graphics at high frame rates in real-time [14]. However, as the quality of rendering improves, so does the demand for graphics, which pushes the ability of a computing system to render frames at the maximum display refresh rate. GPU load is just one case which can force virtual environments (VEs) to run at a low frame rate. When running a VE at a low frame rate the system presents visual artifacts and also suffers input latency and input update rate issues. We are interested in understanding how providing visually low frame rate feedback affects user performance on a VE task, particularly in dynamic tasks, where artifacts are constantly present.

In an ideal world, all virtual reality (VR) applications would run at the maximum frame rate of our display system (often 50hz and up). However, there are several conditions that may make it necessary to display simulations at low frame rates. For example, the low update rate of a tracking system (e.g. GPS), situations where heavy load is placed on the CPU (e.g. physics calculations), heavy GPU load (e.g. too many polygons or shaders), and network transport issues (e.g. real-time streaming of data or images) may all force VEs to be shown at lower-than-maximum display frame rates.

In most VR paradigms, the simulation gets input device data and then starts preparing a frame to render. However, in a low frame rate system, it may take a long time to render the frame. This means that by the time the image is finally displayed to the user, the input device (e.g. hand controller) may have moved significantly. This total time from physical movement to user viewing the rendered results is referred to as the end-to-end latency of the system. We will refer to the time difference between the user’s physical actions and the system’s processing of of the actions (but not yet rendering and displaying) as input latency. Previous work has shown that increasing input latency lowers task performance [21, 9].

Another related factor is input update rate, which is the rate at which input device data is sampled by the application. Input update rate becomes a problem in low frame rate VEs because in most VR paradigms, the system preforms all calculations and updates once per visual frame.

![Figure 1: Comparison of rendering two frames (dark orange and then light orange) of content for the different experimental conditions. HFR displayed content at 60 fps, HP and LP displayed content at 10 fps.](image)

1.1 Low Persistence Technique

The term low persistence has become familiar in the VR community after the Oculus Rift DK2 utilized the term to describe the shortening of the frame duty cycle to produce crisper images while running at a high frame rate (75 hz) [3]. In contrast, previous research explored the effects of low persistence on low frame rate
situations [22], which was called a low frame rate low persistence (LP) technique. To understand the LP technique, let's look into the high persistence case first. In a low frame rate situation, we get one frame of “fresh” content, and repeat that frame some number of times until we get a new frame. This condition was referred to as low frame rate high persistence (HP).

The HP technique works well in most cases, but it introduces interesting visual artifacts, such as a phenomenon called phantom objects [10] or visually perceiving multiple copies of the original object. This breakdown stems from the limited capacity of the brain to interpolate over images that are slower than the cortical flicker fusion threshold [15]. With the LP technique, we get the original fresh frame of content, and then instead of showing it multiple times, we show black frames while waiting for the next frame to be generated. While we no longer observe artifacts present in the HP technique, a visual strobing effect and decreased brightness are introduced.

Both HP and LP are in contrast to the systems high frame rate (usually at the limit of the display hardware) which will be referred to as the HFR condition. In our experiment the high frame rate (HFR) condition will be at 60 fps (frames per second), and the HP and LP conditions will be at 10 fps. See Figure 1 for a comparison of the different techniques.

In this work, we present the evaluation of a trap shooting simulation on performance and learning using three visual conditions – HFR, LP, and HP. We were interested in evaluating if training under the degraded visual conditions (HP and LP) transferred during the higher fidelity (HFR) assessment. Specifically, learning was evaluated by a pre- and post-assessment of shooting performance under the best visual condition (HFR), after training was conducted with one of the three visual conditions. We evaluated the performance of the visual conditions by comparing the training blocks performed at each different visual condition.

2 RELATED WORK

2.1 Previous Low Persistence Experiment

The work presented here follows up on work by Zielinski et al. 2015 [22]. Regarding the results of the original low frame rate low persistence study, the authors conducted a within-subjects design and tested two tasks, selection and navigation. They found no significant differences in performance between the HP and LP, but did find that HFR was significantly better.

Thinking about their selection task, we think the static targets may have minimized the HP motion artifacts, as the only thing moving during the selection task was the user's wand. Also there was no randomization in the task, meaning that the user may have been able to easily predict the next target position. Finally, in their work, they utilized a simulator which updated the simulation (e.g. processing button clicks and collision updates) at 111fps for HP and LP (update every 91ms), and 55fps for HFR (update every 18ms). We are interested to see if this difference in time for registering clicks (max 73ms) could explain some of the results in the original experiment which showed HFR selection being faster.

In order to extend the exploration of the LP condition, and better understand the difference between HFR, HP, and LP, we decided to evaluate a target acquisition task with moving targets to explore situations where HP visual artifacts are continuously present. We also took care to make our simulator software have equivalent simulation update rates and input latency across all conditions to hopefully more isolate the visual components of the conditions. However, even though we are controlling for input latency, since the different visual conditions have different display output rates, we will still have different end-to-end latencies for the different display conditions.

2.2 Interpolation

One way to address the low frame rate issue is to consider interpolating between the frames of rendered content. Most modern TV’s must deal with this issue, as their native display rates can be quite high (120+ Hz) but the previously recorded content can be quite low (24Hz/60Hz). Complex algorithms have been developed to achieve this interpolation [20]. However, these systems rely on introducing delay, so that one or more frames in the future can help guide the interpolation process. This works fine for a TV, but for real-time interactive systems we need to minimize any additional delays.

VR researchers have investigated predictive methods for frame interpolation [17]. However, such techniques have some issues with display artifacts and specific issues with occlusion. Also, while we are good at predicting head motions (since the head does not start or stop motions instantaneously), we may have difficulty predicting motions for other objects in the scene, which can start and stop instantaneously.

A related technique is the Oculus Rift so-called “time warp technique” [2]. In this technique the recent head tracking data is sampled at the last moment before final rendering, and the image is warped to better fit a more recent head position/orientation. However, this type of technique works on high frame rate systems where head position/orientation is close between frames. On a low frame rate system, with larger differences in head position/orientation, the reprojection process would show artifacts.

2.3 Degraded Visual Conditions and Learning

While visual perception seems to be continuous, the human visual system actually receives an intermittent flow of visual information due to interruptions from blinks, saccades, and other sources of transient occlusion from interfering objects. In recent years, it has been realized that under structured conditions, such intermittent vision may actually offer an opportunity to enhance learning. For example, stroboscopic training techniques are now used in athletic training with companies such as Nike Inc. developing eyewear to simulate intermittent visual conditions. These stroboscopic training glasses are in an open condition for a period of 100ms, and then close for 100ms to 900ms. Research with such tools has shown evidence that practice in such degraded visual conditions does in fact lead to some types of learning. For example, comparison of pre- versus post-training has shown that aspects of perceptual skill such as foveal motion coherence and attention [5], short-term visual working memory [4], and coincidence-anticipation timing [18] are all improved relative to control participants who did not undergo such training.

Such findings suggest that practice in conditions where vision is transiently interrupted might lead to selective enhancements in perceptual and motor performance.

2.4 Learning in VR

Much work has been done to establish that users can achieve learning in VR (and also that the learning can transfer back to the real world). Previous work has evaluated if VR can be used to train surgical residents for the task of gallbladder surgery [16]. Results indicated that the VR-trained group performed the real task faster, and with fewer errors than the control group. Abstract task learning has also been evaluated, which involved having users remember moving particular objects from source locations to destination locations [7]. In that work it was found that higher levels of immersion (e.g. increasing the field of view) increased memorization recall of a task sequence (placing colored shapes in specific grid locations). Other projects have experimented with virtual embodiment, where a user experiences the world as someone else. Specifically researchers have placed students in the role and appearance of a gorilla inside a virtual zoo, so the students can better gain knowledge about gorillas [6]. Finally, the Navy has shown that VR can be effective for learning how to navigate inside a ship for success
in shipboard fire fighting [19]. This body of research shows that VR can be useful for learning a wide range of tasks, and that these learned skills can often transfer over to the real world.

3 USER STUDY

In order to evaluate the effects of LP and HP on a dynamic target acquisition task we conducted a user study. Our goal was to understand the differences among the conditions in terms of user performance, learning, and simulator sickness.

3.1 Apparatus

We used a six-sided CAVE-type [8] system to perform the experiment. Given that the experiment involved the user always looking towards the front screen, the door (which is the back wall) was left open and the rear projector was turned off, effectively making the system a 5-sided CAVE-type system. This allowed the experimenter to monitor the participant for compliance with the protocol. Head tracking with 6 degrees of freedom (DoF) was provided by an Intersense IS-900 LT tracker. Hand tracking was provided by an Intersense 6DoF wand controller.

Each wall of the CAVE-type system had two Christie Digital WU7K-M projectors running at 120hz. These projectors were overlapping and blended, and gave a total resolution of 1920x1920 pixels per wall. Active stereo was achieved via Voloniti Edge RF liquid crystal shutter glasses. A cluster of computers (1 computer per 2 projectors) plus one computer as a master computer powered the system. The computers utilized high end NVIDIA K6000 graphics cards which feature 12GB of video RAM, 2880 GPU cores, and a performance of 2000 million tri/sec. Our simulation was visually simple enough that we were able to run at our full system performance, which was 120hz active stereo - effectively 60 fps.

3.2 Simulation Software

The simulation software was written in C++ and OpenGL, and utilized the virtual reality library Syzygy [13]. As previously discussed, in an actual low frame situation, we increase input latency (since we often sample the input devices, before beginning to render the frame) as well as reduce our input update rate (as we often only sample the position from the tracker and compute new object collisions/positions once per rendered frame). In our experiment we would like to isolate the visual components from the input components, and we have thus simulated the low frame rate conditions. Specifically, the initial image is rendered to a texture. When the render callback function is called, if it is a repeated frame, the already-rendered image is displayed again. This allows us to repeat the image as long as necessary, and also allows us to obtain low latency and a full speed (60 fps) simulation update rate for all display conditions.

3.3 Participants

Participants were screened for family history of photosensitive epileptic seizure and asked to have normal or corrected-to-normal vision. We recruited 30 volunteers (10 in each training condition HFR, HP, LP). The ages ranged from 18-57, (M=27.63, SD=10.10) years. Eight participants (26.67%) were female and two (6.67%) held the wand with a left hand dominant grip. In terms of previous VR experience, 9 participants (30.00%) had previously experienced a CAVE-type system, and 9 participants (30.00%) had previous experience with a head-mounted display (HMD, e.g. Oculus) system. Overall, 14 participants (46.67%) had previously experienced some sort of immersive VR.

3.4 Study Design

We utilized a between-subjects design. Each participant was assigned one training method (HFR, HP, or LP). The independent variables were training method (HFR, HP, LP), and block number.

Each participant completed a total of 7 blocks (see figure 2). Each block consisted of 50 trials, for a total of 350 trials per participant. In order to give the participants adequate breaks between blocks, the participants did the experiment in pairs. While one participant was completing a block of trials, the other participant took a break. They alternated back in forth until all blocks had been completed. This design helped prevent fatigue in the participants (by forcing breaks to be taken), and also allowed us to run the experiment in a more timely manner. Each pair of participants did the same experimental condition (ie, HFR, HP, LP) and the pair took no longer than two hours of time to complete the whole session.

3.5 Procedure

Upon arrival, participants signed an informed consent form and completed a brief background survey containing demographic items. A tutorial followed where participants were shown how to complete the task, learned what constituted successful and error trials, and understood the different paths targets would take. This tutorial phase was conducted with easier (larger) targets than the actual study. The study itself had 7 blocks of 50 trials each. The block structure was HFR, 5 training blocks, then a final HFR (see Figure 2).

Each block began with a calibration phase, where the participant adjusted their position based on feedback from on screen display. By adjusting where they stood, it was verified that the hand controller was within 5 cm of the center of the system. Once close enough participants could click a button to proceed to the task. This ensured all participants were near the center of the system before each block of trials began. Participants were asked to remain with their feet in a fixed position, and to keep their elbows next to the torso, without extending the arm. Each participant was also instructed to use his or her non-dominant hand to steady the grip for the target selection.

After the completion of all 7 blocks, participants completed a video game experience survey and the Simulator Sickness Questionnaire (SSQ) [11].

3.6 Virtual Environment

The virtual environment was a large dark open field (see figure 3). A darker environment was used to reduce visual fatigue caused by contrast with the black frame on the LP condition. Grid lines were added to the ground to give the user a sense of perspective. The target was an orange sphere (radius=0.30 meters). A red ray extended from the user’s hand controller (i.e., the wand) out into the distance. This gave the user real-time feedback about where they were currently pointing.
3.7 Dynamic Target Acquisition Task

In an effort to create a quantifiable task that relied heavily on visual ability and provided existing logistical parameters we modeled our dynamic target acquisition task on the International Sport Shooting Trap game [1] as well as previous virtual reality distal pointing tasks [12].

The targets were launched from the ground plane behind the trap house. This was represented as a green square on the ground 16.46m directly in front of the user. Users would launch the next target by hovering the ray over the trap house until it turned green. There were 10 possible paths the targets could take (see Figure 4). These paths represented 5 horizontal directions of -45°, -30°, 0°, 30°, 45° relative to the center of the trap house. Targets were launched at two elevations high (25.17°) and low (12.95°) relative to the ground plane. All targets had a speed of 29.06 m/sec and proceeded along trajectories that incorporated gravitational pull, air resistance and lift force that were set to mimic typical flight times and distances observed in actual trap events in the International Trap game. In the real life Trap shooting event the variety of trajectories of the targets are much greater. We included the extreme and average target flight paths [1], as well as the average target flight speed in our dynamic target acquisition task.

After the target was launched, the user would position the hand controller to intercept the red ray with the launched target sphere. Then the under button on the IS-900 wand (resembling a trigger), was pressed with the index finger. If the user was contacting the ray with the target at the time of the button press, a shattering sound was heard, and the target visually broke into pieces. This was counted as a hit. For each launch of the target the user had 2 attempts (button presses) to hit the target. At 59.44 meters the target sphere turned red, to indicate it could no longer be hit. This design choice was made to mimic real trap shooting in which the physical force of the shot is only sufficient to break the clay pigeon at closer distances. If the user did not manage to hit the target it would continue traveling until hitting the ground plane, at which point it would vanish. After each trial the remaining trials left in the block (each block being 50 total trials) was displayed to the user in the lower right corner of the screen. To initiate the next trial, the participant would again hover the ray over the trap house to launch the next target. Each block of 50 trials was randomized such that 5 trials of each launch path (10) were shuffled.

For each block we produced a summary file, which indicated the time the user clicked, the closeness of the ray to the center of the target at the click, and the overall result (did the user get the target). We additionally created a larger detail log file. This contained data about the target, the users head, and the users hand location for each frame of the simulation.

4 RESULTS

4.1 Data Analysis

A combination of Matlab 2015b, IBM SPSS 23, and SAS 9.4 were utilized to analyze the data. Data was tested for sphericity, using the Mauchly’s test, and when the assumption was violated, we used the Greenhouse-Geisser correction on the degrees of freedom. For post-hoc tests of the between-subjects factor, we used the Tukey’s test, and for pairwise multiple comparisons, the Bonferroni correction was used.

A 4-way mixed-design factorial analysis of variance (ANOVA) with three within-subjects factors and one between-subjects factor was used. The within-subjects factors were block number, elevation and horizontal direction of the target trajectory. The task contained 10 target trajectories and for each trajectory, the participant performed 5 trials. In the ANOVA, we computed the mean closeness of those 5 trials. This provides a smoother mean per participant per condition [12]. There were three situations in which there were fewer than 5 data points to average. On rare occasions, there would be a signal loss between the wand and the tracker thus freezing the wand. A single trial would be omitted when this happens (18 trials, 0.18%). The second situation is if the button press was an outlier (162 trials, 1.57%). Finally, if the participant did not make a single press during the trial (229 trials, 2.23%).
Angular Closeness Metric During the experiment, participants received visual feedback when a target was successfully acquired. Traditionally, the only metric of performance would be the hit rate (number of acquisitions in a block) and this parallels the real world game of trap shooting where points are only awarded when a target explodes. However, in a virtual reality setting, we have the advantage of knowing just how close to the center of target the participant was aiming when the button was pressed regardless of whether the attempt was a hit or a miss. Instead of just analyzing whether or not the target was acquired on a trial (a binary variable based on an arbitrary design parameter) we analyzed the distance from the intersection of the ray to the target center when the trigger button was pressed, which gave a continuous performance variable. To properly account for the fact that the target is moving away from the participant, we used the angular distance between the ray and the target center [12]. Henceforth, we will simply refer to this metric of performance as “closeness” (see figure 5).

Last Shot In the task, participants were instructed that, on a given trial, only the first two button presses would be counted towards the target acquisition task. In 97.8% of the trials, at least one button press was recorded and in 39.9% of the trials, a second button press was recorded. For our analysis, we chose to include just the last press on a given trial. Meaning, if the button was pressed only once, that closeness would be utilized in further analysis. If the button was pressed a second time, only the second press was utilized in the analysis and not the first press.

Outlier exclusion The mean closeness was calculated individually for each visual condition using all participants. We considered as an outlier any closeness that was more than 3 standard deviations away from the mean. For the HFR, LP and HP conditions, we excluded 50 (1.44%), 51 (1.48%) and 61 (1.81%) trials respectively.

Data transformation The distribution of closenesses was right-skewed (skewness = 1.42, kurtosis = 2.46). We transformed the data using a natural log to approximate a Gaussian distribution (skewness = -0.92, kurtosis = 2.43).

Collapsing directions across the vertical midline Two participants were left-handed and to account for that, we considered the horizontal directions as ipsilateral/contralateral rather than leftward/rightward. Pairwise comparisons of the 5 horizontal directions in the task showed that no significant differences were found between the two most eccentric trajectories (\( p = 1.0 \)) or between the two near trajectories (\( p = 1.0 \)). Thus we collapsed the directions across the midline to yield 3 directions which refer to as Center, Near, and Far. Henceforth, the results will be reported using the 3 collapsed horizontal directions.

4.2 Training Blocks
Looking at the training blocks (2-6) in which the participants performed under the three visual conditions (See table 1) there was a significant main effect of visual condition \( (F_{2, 27} = 8.87, p < .001) \). A post-hoc Tukey HSD test showed that participants performed better with HFR as compared to HP \( (p < .001) \) and LP \( (p < .05) \). There was no significant difference between HP and LP \( (p = .93) \).

There was a main effect of block \( (F_{4, 124} = 10.56, p < .001) \) and no interaction with condition \( (F_{8, 50} = 1.41, p = .202) \). Across the visual conditions, participants steadily improved their performance. A pairwise comparison showed that the performance in block 6 was significantly better than the performance in block 2-5. Similarly, the performance in blocks 5 and 4, were better than that in block 2 \( (p < .05 \) and \( p < .05 \) respectively). This indicates that learning occurred within the training blocks (see figure 6). Taken together, the results indicate that participants improved their performance through the training blocks and this rate of training was not different for the three visual conditions.

Our results show that there was a main effect of target direction \( (F_{2, 26} = 83.89, p < .005) \) and further, there was an interaction between direction and visual condition \( (p < .05) \). Across the visual conditions, participants using HFR had the best performance followed by LP and lastly, HP (see figure 7). Statistically, in the Far direction, HFR was significantly better than both HP \( (p < .005) \) and LP \( (p < .005) \). In the Near direction, the same was true for HFR when compared to HP \( (p < .005) \) and to LP \( (p < .05) \). While the trend is similar in the Center condition, HFR is not significantly different than LP \( (p = .384) \) but it is better than HP \( (p < .05) \) and there is no statistical difference between LP and HP \( (p = .748) \).

There was a main effect of elevation \( (F_{1, 27} = 7.60, p < .005) \). Participants had significantly higher performance in the upper elevation (see figure 8) as compared to the lower elevation \( (p < .005) \). Additionally, there was an interaction between elevation and visual condition \( (p < .05) \). In the lower elevation, participants using HFR performed significantly better than those using HP \( (p < .005) \) and LP \( (p < .005) \) and there was no difference better those using HP and LP \( (p = .934) \). However, in the upper elevation, there was no significant difference between the performance in HFR as compared to LP \( (p = .104) \) but the performance in HFR was better than that in HP \( (p < .05) \). There was also no significant difference between

Table 1: Main effects for training blocks (2-6) with means and standard deviations of angular closeness.

<table>
<thead>
<tr>
<th>Visual Condition (p&lt;.001 ***)</th>
<th>HFR</th>
<th>LP</th>
<th>HP</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=0.332</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD=0.096</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Block (p&lt;.001 ***)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=0.485</td>
</tr>
<tr>
<td>SD=0.200</td>
</tr>
<tr>
<td>M=0.449</td>
</tr>
<tr>
<td>SD=0.139</td>
</tr>
<tr>
<td>M=0.439</td>
</tr>
<tr>
<td>SD=0.148</td>
</tr>
<tr>
<td>M=0.428</td>
</tr>
<tr>
<td>SD=0.148</td>
</tr>
<tr>
<td>M=0.399</td>
</tr>
<tr>
<td>SD=0.159</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target Direction (p&lt;.005 ***)</th>
<th>Center</th>
<th>Near</th>
<th>Far</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=0.348</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD=0.159</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target Elevation (p&lt;.005 ***)</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=0.467</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD=0.160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M=0.384</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD=0.133</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6: Angular closeness during the training blocks. Plotted are the means and standard deviations for the 10 participants in each of the three visual conditions. The data points are separated horizontally for viewing clarity. Lower closeness scores are better.
4.3 Learning

In both the first and last blocks, participants performed under HFR conditions. The feature to be examined is the possible effect of training under the different visual conditions in blocks 2-6. Results show that there was a main effect of block ($f_{1,27} = 30.05, p < .001$) and not for condition ($f_{2,27} = 2.04, p = .149$).

Just as we saw in the training blocks, there is a main effect of direction ($f_{2,26} = 32.27, p < .001$) and of elevation ($f_{1,27} = 14.74, p < .001$). For both, there was no interaction with visual condition. With regard to direction, participants performed best for the Center as compared to the Near ($p < .001$) and the Far ($p < .001$). Also, participants performed better in the Near as compared to the Far ($p < .005$). Likewise, as it was in the training blocks, participants had better performance in the upper elevation as compared to the lower elevation ($p < .005$).

4.4 Simulator Sickness

Analysis was performed with a non-parametric Kruskal-Wallis test and found no significant effects for total SSQ score or any of the subscores (nausea, disorientation, oculomotor). There was high intersubject variability, and in all conditions there were participants who scored 0 (no sickness). While not significant, the means do show a trend in total sickness and all subscores $HFR < HP < LP$ (see figure 10).

5 DISCUSSION

5.1 Performance on Different Target Trajectories

The interactions of both direction and elevation with condition illuminate where the differences between visual conditions are large and where they are not. The targets that follow the center trajectory are the easiest to acquire judging by it having the highest performance with smallest closeness values. Similarly, the upper elevation appears to be easier than the lower elevation. In the cases where the task is easier to perform, the LP condition recovers the detriments that were introduced due to low frame rates. But even with the easiest conditions, HP does significantly worse than HFR. As the task gets tougher, with peripheral targets and lower elevations, the high fidelity visual feedback is essential in acquiring the target. In the hard cases, participants in the LP condition perform no different than those in HP.

We believe that the reasons for high elevations to be easier in general may be because the user has more time to react due to longer flight time of target. Directional results may be explained by the fact that the center condition involves the manipulation of only one axis, and thus requires fewer motor and cognitive loads. Per-
happens this extra time or reduced cognitive load may have left room for a better refinement step [12].

5.2 Favorability of LP vs HP

For dynamic target acquisition tasks, it seems clear that performing the task at a high frame rate is preferred. However, in easier tasks, a low frame rate system may benefit from a low persistence adjustment. This may be due to the fact that, by adding black frames during the next frame generation time, a "masking" effect occurs, and the user may perceive a smoother motion of the target. The harder difficulties of tasks where the target elevation was low and thus active for a short period, or too eccentric and thus became visually too small too fast, exposed the actual benefit of HFR over LP. Nevertheless, it seems clear that LP will perform at least as well as HP, but may, in some situations, perform as well as HFR.

5.3 Task Difficulty

We can analyze the task difficulty in light of the distal pointing model proposed by Kopper at al. [12]. At the beginning of the task, targets were rather large, with a diameter of approximately 2°. When targets reached their farthest point, the diameter ranged from approximately 0.59° on high elevations (∼1.8s after launch) to approximately 0.69° on low elevations (∼1.3s after launch). According to Kopper’s distal pointing model, the index of difficulty (IDP) of the task at the moment of launch was relatively small (∼0.5), and the task got progressively more difficult as the target flew away, reaching, at the farthest distance, IDP ∼ 43 for low elevations and IDP ∼ 52 for high elevations. If we look at the selection time, the predicted movement time (MT) was approximately 1.1s at target launch and increased over time, up to MT ∼ 2.1s for low elevations and MT ∼ 2.5s for high elevations.

This presented a paradox to the users. The predicted time for successful target selection was always higher than the time the target was actually in flight (1.32s low, 1.80s high elevation). This, coupled with the fact that targets were not only changing in visual size, but also moving in different directions, caused the users to have to adapt to a time critical task, where they had to favor time over accuracy in order to have a chance of hitting the target. Basically, the nature of the trap shooting simulation made the task too difficult to accomplish and most targets were missed. For this reason, we decided to analyze task performance based on the closeness of the target, rather than on success of the trial.

5.4 Angular Closeness Metric

In the real world task of trap shooting, competitors are not awarded any points unless the targets are hit. Similarly, in our task, visual and auditory feedback were only provided when the participants successfully hit the target, which had an arbitrary size. The nature of the trap shooting simulation, however, made the task too difficult and most targets were missed. This happened because of an interesting trade-off. Time was necessary for users to lock on a target before shooting, but that very time caused targets to become increasingly smaller in visual size, increasing the tasks’ index of difficulty exponentially [12]. Ultimately, using "hit" as a metric of performance turned out to have too low sensitivity, as performance differences were washed out due to the difficulty of the hit task.

To address this issue, we decided to use the angular distance from the intersection of the ray with the target plane to the target center, which we referred to as closeness, as the main analysis metric. Essentially, whether the ray hit the target or not became irrelevant to the analysis. One limitation of this approach is the feedback that participants received when a target was hit, which may have confounded the analysis of closeness due to a possible motivation factor. This assumption, however, is diminished by the fact that closeness got consistently smaller over training blocks for all visual conditions. Also, as participants trained, both hit rate increased and closeness values decreased marking the benefits of practice.

As the goal of this study was to understand the effect of target acquisition performance under different visual conditions, we also made the point that closeness is a better metric than hit rate, as the results on distance to the target center can be generalized to targets of any size.

5.5 Learning Effects

While users display lower performance while training in degraded conditions, when they are assessed in HFR for the final training block, the performance is comparable to those who trained in HFR. All conditions showed learning equally well. This was evidenced when looking at the assessment trials (pre and post) where there was appreciable training occurring through the experiment. The extent of such training did not depend on the visual condition the participants performed. This indicates that the task of dynamic target acquisition using a high fidelity frame rate can be trained using low fidelity conditions and still get comparable levels of benefit.

One possible explanation is that users are able to learn the target flight paths and timing, even under degraded conditions. Another explanation may come from the psychophysics literature, where it has been shown that in many situations, training under degraded visual conditions causes an actual improvement of task performance in normal conditions [4, 5, 18].

5.6 Simulator Sickness

Contradicting the results of the study presented here, previous low persistence research found significant differences on the oculomotor sub-scores of the SSQ for LP [22]. Although we found trends showing LP with higher oculomotor sub-scores, no significant differences were found. This may be due to the fact that previously, a within-subjects study was performed, such that participants had their own ratings to compare to when rating their level of simulator sickness. Another possibility is that the previous experiment contained a navigation task, whose high optical flow may have caused the increased oculomotor sub-scores.

5.7 Advantages and Limitations of Low Persistence

When the option of HFR is unavailable, LP seems to provide an environment that allows for comparable performance to HFR in high elevation and center horizons. In those conditions HP performs significantly worse than HFR. Also we see overall trends in the training blocks (figure 6) and the pre-post analysis (figure 9) about LP approaching HFR in performance when compared to HP. Finally we have an unexpected variability that can be seen in the standard deviations in participant performance who utilized HP, while LP was more consistent across participants. It seems that there may be an advantage to utilizing LP in a dynamic target acquisition task. Future work should be done to gain more definitive answers about the usefulness of LP.

The low persistence technique poses some clear limitations over traditional low frame rate VEs. Although there is a perceived smoothness of motion introduced by the blank frames masking effect, it introduces a stroboscopic effect, which is visually fatiguing. Moreover, by replacing content frames with black frames, there is an overall decrease in visual brightness for the user. We addressed some of these limitations by taking steps to carefully design the VE with lower contrast between the blanking frames and the world. For realistic task scenarios, future work should consider exploring other image degradation techniques, such as blurring and noise insertion to reduce the high contrast induced by LP.

5.8 Study Limitations

The study was limited by the small number of participants tested (10 per condition). A larger number of participants would have
provided increased power of the analyses. The study could have also benefited and gained greater statistical power from a within-subjects design and a reduced number of independent variables being tested. Finally, the task may have been too difficult, and future work should consider larger targets (or perhaps targets of varying size).

6 Conclusion and Future Work

We have presented a user study evaluating the effects of image persistence on a dynamic target acquisition task. Results found that learning occurs consistently regardless of the visual condition used for training. This indicates that training of dynamic target acquisition under degraded visual conditions transfers well to performance under a baseline high frame rate task.

While the low persistence display technique was found to perform no different than the traditional low frame rate high persistence technique, under some circumstances low persistence approached the baseline high-frame rate condition. Specifically, we observed that when tasks are not too difficult (high elevation, center horizon), it may be beneficial to use a low persistence adjustment of the display frames in order to improve dynamic target acquisition in a low frame rate virtual environment.

Ultimately, the results from this study indicate that there are some situations in which low persistence should be considered as a candidate to potentially increase performance in low frame rate virtual environments, but that needs to be measured with increased levels of simulator sickness, particularly if the application contains high optical flow. In those cases, and where target’s movements are reduced, using the traditional high persistence technique may be preferred.

We identify two areas of valuable future work moving forward. First, more research needs to be done better understand VR training under degraded visual conditions, and whether and how it can be used to improve training experience. Second, there is an opportunity for investigating what VE tasks may benefit the most from low persistence adjustments to low frame rate virtual environments.
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